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Abstract: Logistic regression is most popular techniques 

incorporated in traditional statistics. Usually, this regression is 
applicable when the dependent variable is of categorical binary in 
nature. In the field of Statistics and Machine learning, 
classification of data is critical to discriminate to which set of 
clusters a new observation belongs, in the base of training set of a 
data containing observation whose group relationship is known. 
In this paper, we are focusing on the concepts of Logistic 
regression and classification tree. A large data taken from UCI 
(Machine learning Repository) incorporated for this research 
work. The aim of study is to distinguish the results obtained from 
Logistic regression and decision tree.  At the end, decision tree 
gives better results than Logistic regression. 
 

Keywords :Multiple logistic regression, CART, 
Misclassification error.  

I. INTRODUCTION 

Logistic Regression:  

Logistic regression is most popular techniques used in 
conventional statistics. Generally, Linear regression is used if 
the response or dependent variable is occurring continuously 
and the residual errors are normally distributed. If the 
dependent or response variable is not continuous then we use 
Logistic regression [1]. This paper presents a regression 
model for categorical variable or dichotomous. For.eg 
whether a particular plant lives or dies, a student will be 
admitted or not and so on. A Logistic regression is also called 
as logistic or logit model; it analyzes the correlation among 
more than one independent variable and categorical 
dependent variable. It evaluates the probability of happening 
of event by fitting a logistic curve. There are two types of 
logistic regressions namely; Binary logistic regression where 
dependent variable is dual in nature and other is Multinomial 
logistic regression where response variables are more than 
two categorical. In logistic regression, the most desirable 
response considered as success and other is failure. Generally, 
Logistic regression predicts the possibility of success.  
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This probability is restricted to the interval [0, 1] and 
response variable is converted into ratio of odds as 

p

p

1
.Here, odds are defined as the ratio of probability of 

success with the probability of failure. These odds are 
determined from probabilities and it lies between 0 to ∞. This 

odds ratio is transformed into logarithm function which is 
given in equation (1) 
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 where p is the probability of desirable outcome, 

kXXX ..,,........., 21 is independent variable, α is intercept 

and 
k ..,,........., 21

 are regression coefficients [2] [3]. 

There are some assumptions of Logistic regression as follows: 
1. Errors are distributed independently. 
2. If dependent or response variable is in binary in nature then 
Binary logistic regression is required.  
3. It can hold non-linear relations among the all variables such 
as independent and dependent variables as it applies 
non-linear log conversion to the linear regression. 
4. This regression requires a big sample size as compared with 
linear regression as maximum likelihood approximations 
have low power for small samples.  
5. If there is multicollinearity in logistic regression then it is 
handled by similar way like linear regression [4].  
 
Classification tree: 

The Classification and Regression tree algorithm 
(CART) was firstly announced by Breiman et al. in 1984 [5]. 
This has divide and conquer approach for classification. It is 
used for finding a feature and extracts some useful 
information from a large database. It is very essential for 
discrimination and prediction modelling. The decision tree 
structure is a classification method that make the beneficial 
methodology for chemical and biochemical applications [6]. 
Decision tree algorithm is a most popular technique for 
problems arised in classification and regression. There are 
different methods in data mining for discovering the useful 
information from huge data houses. When decision problem is 
used to classify the data then referred as classification tree and 
if it is applied for regression purpose then referred as 
Regression tree [7][8]. 
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 In this tree structure, each node of tree shows either a 
leaf node or decision node. 

 All these decision nodes have splits and testing the 
values of some functions of data attributes. Every branch of 
the decision node gives a different outcome of the test. Each 
leaf node has a class label attached to it [8]. These trees 
always remain easy to explain, interpret and visualization of 
results. It is very popular method to compare the results 
obtained by Multiple and Logistic regression. There are three 
different methods for impurity of node namely Gini Index, 
misclassification error and cross-entropy or deviation. In this 
paper, the methodology explains to find final prediction 
model using logistic regression by stepwise backward 
regression, splitting rule explaining to reach the decision at 
leaf node as probability of patient having breast cancer or not 
and distinguish the results of logistic regression and decision 
tree in terms of Misclassification error, Accuracy and 
Deviation. 

II. DATA DESCRIPTION AND MODELLING 

We have incorporated data Set from Breast Cancer Coi
mbra UCI (machine learning repository).   In this data, Clinic
al structures were inspected or measured for breast cancer of 
116 patients having 52 healthy controls (without breast cance
r) and 64 patients (having breast cancer) . In the datasets, the
re are 10 independent variables namely, Age (years), Body 
Mass Index (BMI) (kg/m2), Glucose (mg/dL), Insulin (µU/m
L), HOMA, leptin (ng/mL), Adiponectin (µg/mL), Resistin (
ng/mL), Monocyte Chemoattractant Protein 1(MCP-1) (pg/d
L) and the dependent variable having labels 1 as healthy cont
rols and label 2 as patients or having breast cancer [9]. These
 parameters are used to predict the person having breast canc
er or not [10].  

In this paper, response or dependent variable taken as ca
tegorical as labels 1 or 2. In the model p value indicates prob
ability of success which is label 2. All the independent variab
les are continuous in nature therefore it is necessary to detect 
exploratory analysis which involves mean and standard devia
tions of each variable. A traditional logistic regression is appl
ied on dataset with all 9 independent variables and binary cla
ssification variable means label 1 or label 2 as dependent var
iable. In this model p is the probability of success. The analys
is using logistic regression is obtained with performance of 
measurements such as Misclassification error, Accuracy and 
Deviation. 

 
 Performance Measure: 

The performance of measured by using the values of Mi
sclassification error, Accuracy and Deviation. It is calculated 
from confusion matrix. A confusion matrix is generally used 
for describing the performance of a classification model. Thi
s is a matrix which contains the elements as True Positive (T
P), True Negative (TN), False Positive and False Negative. I
n this matrix, True value a taken as having breast cancer pati
ent and False value taken as Having healthy control. As in thi
s study label 1 as Healthy control or failure and label 2 as pat
ient or success. 

 
True Positive (TP): This is the cases where classifier pr

edicted value as TRUE (having patient) and actual class valu
e is also TRUE (having patient). 

True Negative (TN): This is the cases where classifier 
predicted value as FALSE (having healthy control) and actua
l class value is also FALSE (having healthy control). 

False Positive (FP): When classifier predicted value as 
TRUE (having patient) but actual value is False (having healt
hy control). This is also called as Type-I error. 

False Negative (FN): When classifier predicted value as
 FALSE (having healthy control) but actual value is TRUE (
having patient). This is also called as Type-II error. The follo
wing Table-1 shows the confusion matrix including True Pos
itive (TP), True Negative (TN), False Positive and False Neg
ative values as shown below, 

 
Table-1 shows the confusion matrix. 

Confusion matrix 
Actual class 

Negative Positive 

Predicted class 
Negative TN FN 
Positive FP TP 

 

TN: True Negative   FN: False Negative  FP: False Positive   TP: True Positive 

The Accuracy and Misclassification Error is calculated by, 
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Null Deviance: This shows the response is predicted by a

 model without intercept. The minimum value shows the best 
model.  

Residual Deviance: In this, the response is predicted fro
m the independent variables by the model. The minimum val
ue of residual deviance shows best fit of the model. 

Akaike Information Criteria (AIC):  
This is comparable performance measure in logistic regre

ssion. This is nothing but of adjusted 2R .This is the amount 
of fit which disciplines the model for the coefficients of mod
el including intercept. The AIC is minimum for the best mod
el. Generally, AIC is calculated with the help of software. Th
e basic formula for AIC is given by, 

 
)4.........(..........).........(log22.... likelihoodNCIA 

Where, 
N is the total number of parameters involved in model wi

th intercept. 
Log-likelihood is measure of fit models. The model is fit

 when this number is higher and is obtained in software. 
In this study, the p values of the variables such as Age, 

Insulin, HOMA, Leptin, Adiponectin and MCP-1 are observe
d and it is relatively high. To obtain final model, a variable is
 selected for elimination whose p value is uppermost and also
 greater than 0.05 and it is removed from analysis. Here, Adi
ponectin is removed from analysis because it has highest p va
lue. The analysis is carried out with rest of the independent 8 
variables. Repeat this process till independent variables with 
p value to be less than 0.05. This process is called as Backwa
rd Stepwise regression [11].  

 
 
 



International Journal of Recent Technology and Engineering (IJRTE)  
ISSN: 2277-3878, Volume-8 Issue-5, January 2020 

 

4687 

 

Retrieval Number: E6844018520/2020©BEIESP 
DOI:10.35940/ijrte.E6844.018520 
Journal Website: www.ijrte.org 
 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

The resultant variables are said to be statistically significant 
as their p value is less than 0.05 and formed a final logistic re
gression model. Table-4 represents the result of AIC values o
f each iteration of step wise regression and Table-5 represent
s the result of final logistic regression model with significant 
variables. Misclassification error, Accuracy and Deviation wa
s calculated by using equation (2) and equation (3) for final r
egression model with significantly independent variables. 

In this paper, outcome variable or dependent variable 
is categorical so that we are refer classification tree. A decisi
on tree is used as classification tree. The following figure sho
ws the structure of Decision classification tree. 

 
Fig.1 Structure of decision tree [11]. 

The classification tree is starts with root node which cont
ains whole samples, it is also called as Parent node which is 
demonstrated as Root Node-1 in Figure 1. This algorithm obs
erves all independent variables and selects that in binary grou
ps in order to dependent variables. This algorithm divides No
de-1 as root node into Node-2 and Node-3 according to inde
pendent variable then Node-2 and Node-3 becomes child nod
e of Root node-1. Node 3 divides into Node-4 and Node-5 ac
cording to independent variable then Node-3 becomes parent 
node for Node-4 and Node-5. Node-4 and Node-5 are becom
es child node for Node-3. This procedure remains over every 
branch of tree algorithm is touched and at this point terminal 
node will create. In figure1, Node-2, Node-3 and Node-5 are 
becomes terminal nodes. These Terminal nodes are occurring
 common exclusively and exhaustive subclasses in nature [11
]. This tree algorithm has been growned by using caret packa
ge in R software [12]. 

III. RESULTS AND DISCUSSION  

The model was executed in R software and results were o
btained. Table.2 shows the exploratory analysis of independe
nt variables using R software version 3.5.3 

 
Table: 2 Exploratory analysis of Independent Variables. 

 Independent va
riables 

Mean Standard Deviatio
n(S.D.) 

Age 57.31 16.11 

BMI 27.59 5.02 

Glucose 97.80 22.53 

Insulin 10.01 10.06 

HOMA 2.70 3.65 

Leptin 26.62 19.19 

Adiponectin 10.18 6.85 

Resistin 14.73 12.40 

MCP.1 534.65 345.91 

 
This table gives the mean and standard deviation of each

 variables as these variables are in continuous in nature. The 
logistic regression method is applied on dataset using R soft
ware the result is as follows, 

 
Table: 3 Analysis using logistic regression method. 

Independent 
variables 

Estimate
s 

Standard 
Error 

Z-value P-value 

Regression Coefficients (β)    

Age (years) -0.0234 0.0156 -1.495 0.13498 

BMI (kg/m2) -0.1501 0.0675 -2.224 
0.02613<0.0

5 

Glucose (mg/dL) 0.1056 0.0348 3.034 
0.00242<0.0

5 
Insulin (µU/mL) 0.2072 0.2630 0.788 0.43081 

HOMA -0.5979 1.0899 -0.549 0.58332 
Leptin (ng/mL) -0.0102 0.0173 -0.589 0.55582 

Adiponectin 
(µg/mL) 

-0.0053 0.0376 -0.140 
0.88858>0.0

5 

Resistin (ng/mL) 0.0586 0.0299 1.961 
0.04982<0.0

5 
MCP-1(pg/dL) 0.0007 0.0008 0.865 0.38730 

Intercept (α) 5.6512 3.3580998 -1.683 0.09240 
Null deviance 159.57 on 115 degrees of freedom 

Residual deviance 111.73 on 106  degrees of freedom 
AIC 131.73 

Accuracy 79.32 
Misclassification 

Error 
20.68 

 
The logistic regression model becomes, 

1-MCP*0.0007Resistin*0.0586nAdiponecti               

*0.0053-Leptin *0.0102-HOMA*                

0.5979-Insulin*0.2072 cos*1056.0                

*1501.0*0234.06512.5
1

ln








eGlu

BMIAge
p

p

The Accuracy and misclassification error of logistic 
regression model is calculated from confusion matrix, a 
confusion matrix is a matrix consisting of column values 
projects actual values, row values projects predicted values 
and elements projects the parameters in terms of True 
positive, True negative, False positive and False negative 
which is given by, 
 

Table-4 Confusion matrix for logistic regression. 

Confusion matrix 
Actual class 

Negative Positive 

Predicted class 
Negative 41 13 

Positive 11 51 

 
Accuracy of model is calculated by using equation (2) 
Accuracy of model = [(41+51)/ 116] = 0.7932 
Accuracy of model in percentage=0.7932*100=79.32% 
Misclassification Error is calculated by using equation (3) 
Misclassification Error =0.2068 
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Misclassification Error of model in  
percentage=0.2068*100=20.68% 
From the above table, the BMI, Glucose and Resisitin 
variables are statistically significant because their P values are 
less than 0.05. Here p value indicates that value of 
significance for the analysis [13]. We eliminate that variable 
those having P value is greater than 0.05 [14].  
The variable Adiponectin having highest p value is 0.88858 
which is greater than 0.05 value. Firstly, it is removed from 
the analysis and complete the analysis with remaining 
variables and repeat the process till all variables get all values 
are less than 0.05 value. This is called Backward Stepwise 
regression. The following Table- shows the result of 
backward stepwise regression with AIC, Null deviance, 
Residual deviance, Misclassification error and Accuracy. 
 
Table-5 shows the result of backward stepwise regression 

with AIC, Null deviance, Residual deviance, 
Misclassification error and Accuracy. 

Sr.no. AIC 
Null 

deviance 
Residual 
deviance 

Misclassification 
error 

Accuracy 

1 131.73 159.57 111.73 20.68 79.72 

2 129.75 159.57 111.75 20.68 79.72 

3 128.01 159.57 112.01 19.82 80.18 

4 126.48 159.57 112.48 20.68 79.72 

5 125.57 159.57 113.57 20.68 79.72 

6 125.54 159.57 115.54 25 75.00 

7 127.50 159.57 119.50 26.72 73.68 

 
Finally, using backward stepwise regression method, last 

iteration gives final result with all variables are significant 
that is all p values are less than 0.05, this is the final outcome 
which is further used for find final logistic regression model. 
The logistic regression model with significant variables 
becomes final model of our dataset. The following table-6 
represents the result of final logistic regression model, 

 
Table:6 Final Logistic regression model with significant 

variables 

Independent variables 
Estimate

s 
Standard 

Error 
Z-value P-value 

Regression Coefficients (β)    

BMI (kg/m2) -0.1314 0.0468 -2.812 0.0049 

Glucose (mg/dL) 0.0867 0.0206 4.210 
0.00002

5 

Resistin (ng/mL) 0.0702 0.0305 2.302 0.0214 

Intercept (α) -5.2851 2.0346 -2.598 0.0093 

Null deviance 159.57 on 115 degrees of freedom 

Residual deviance 119.50 on 112 degrees of freedom 

AIC 127.5 

Accuracy 73.28% 

Misclassification 
Error 

26.72% 

The final Logistic regression model becomes, 

Resistin*0.07023                   

cos*08676.0*13144.028518.5
1

ln






eGluBMI
p

p

Similarly, Accuracy and misclassification error of final 
logistic regression model is calculated from confusion matrix 

is given by, 
Table-7 Confusion matrix for Final logistic regression 

model. 

Confusion matrix 
Actual class 

Negative Negative 

Predicted class 
Negative 39 18 

Positive 13 46 

 
Accuracy of final model is calculated by using equation (2) 
Accuracy of final model = [(39+46)/ 116] = 0.7328 
Accuracy of final model in percentage=0.7328*100=73.28% 
Misclassification Error of final model is calculated by using 
equation (3) 
Misclassification Error =0.2672 
Misclassification Error of final model in 
percentage=0.2672*100=26.72% 
On other side, we obtained Decision tree with 4 terminal 
conditional trees as decisions which is shown in following 
graph. 

 
Figure.2 Decision tree with 4 terminal nodes. 

 
The figure 2 indicates a decision tree with 7 nodes. Thi

s decision tree has total 7 nodes out of these node-1 shows ro
ot node or parent node as Glucose and it is splitted on if p <0
.001 here p is the probability of patient having breast cancer.  

From above figure.2 we got Glucose as root node or pa
rent node, Resistin and Age as child node. The tree grows wh
en Glucose is <=91 and Glucose >91.If Glucose <=91 then tr
ee reaches at child node -2 with Resistin variable with p=0.01
8. If Glucose <=91and Resistin <=12.936 then tree reaches at
 terminal node 3. Similarly, If Glucose <=91and Resistin >12
.936 then tree reaches at terminal node 4. If Glucose >91 the
n tree reaches at child node as Age variable with p=0.019. If 
Glucose >91 and Age<=65 then tree reaches at terminal node
-6. Similarly, If Glucose >91 and Age>65 then tree reaches a
t terminal node-7.  
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After termination of this tree algorithm, we got 4 Termi
nal nodes with splitting constraints and tree algorithm ends.  
We obtained 4 splitting rules for each terminal node. These s
plitting rules are based on splitting constraints or conditions. 

we got the splitting rule for Node-3 as when (Glucose<
=91) and (Resistin <=12.936) then Node-3 declared that the 
persons are healthy or having healthy control. For Node-4, it 
is when (Glucose<=91) and (Resistin >12.936) then Node-4 
declared as patients are having breast cancer as there are mor
e number or proportion having breast cancer patients. For No
de-6,it is when (Glucose>91) and (Age<=65) declared as pat
ients are having breast cancer as there is high proportion of b
reast cancer patients. For Node-7, it is when (Glucose>91) an
d (Age>65) declared as the patients are having breast cancer. 
From the root node we can declared that when (Glucose>91) 
and (Age<=65) or (Age>65) then patients are having breast c
ancer. From this classification tree, we got single node that is
 Node-3 as healthy control persons or patient. 
The splitting rule can be summarized in following table, 
 

Table-8 Splitting rule for terminal nodes 
Sr. N
o. 

Nod
e 

Splitting rule Decision 

1 3 When (Glucose<=91) and (Res
istin <=12.936) 

Healthy or having hea
lthy control 

2 4 when (Glucose<=91) and (Resi
stin >12.936) 

Patients are having br
east cancer 

3 6 when (Glucose>91) and (Age<
=65) 

Patients are having br
east cancer 

4 7 when (Glucose>91) and (Age>
65) 

Patients are having br
east cancer 

5 -----
-- 

when (Glucose>91) and (Age<
=65) or (Age>65) 

Patients are having br
east cancer 

 
Accuracy and the misclassification error for decision tree is 
calculated by using confusion matrix and it is given by, 
 

Table-9 Confusion matrix for decision tree 

Confusion matrix 
Actual class 

Negative Positive 

Predicted class 
Negative 26 3 

Positive 26 61 

 
Accuracy of decision tree is calculated by using equation (2) 
Accuracy of decision tree = [(26+61)/ 116] = 0.75 
Accuracy of decision tree in percentage=0.75*100=75% 
Misclassification Error of tree is calculated by using equation 
(3) 
Misclassification Error =0.25 
Misclassification Error of tree in percentage=0.25*100=25% 
The Accuracy of Logistic regression is 73.28 % and misclass
ification error is obtained as 26.72% whereas decision tree gi
ves the accuracy as 75.00 % and misclassification error is obt
ained as 25.00%. 

IV. CONCLUSION 

Logistic regression is an important classification techniq
ue used in many applications considering variable dataset. In 
this work, we have taken substantially big dataset of breast ca
ncer from UCI (Machine learning Repository). The p value 

greator than 0.05 is insignificant for further calculations so w
e have considered all the values below 0.05. Finally, all signi
ficant variables are achieved by using step-wise regression an
d final logit regression model is obtained. Accuracy, Misclas
sification error, AIC, Deviation are measured. Decision tree 
approach has been used for classification purpose. Logistic r
egression is a conventional approach which is based on comp
utation of equation while decision tree model is an data drive
n and nonparametric approach. It has been observed that deci
sion tree model gives better result than logistic regression in 
terms of misclassification error and accuracy. 
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